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The source describes crowd sourcing as well as annotation programs, gives opinions on the possibilities crowd sourcing has for the future, it concludes that humans and computers can work together to solve problems where computers cannot do the task themselves and that while research into this area is relatively new it shows promise. It is backed up in its bibliography by reputable sources of information on the topics covered which are at the forefront of current research as well as qualitative evidence of their testing of several applications designed for the task at hand.